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1
CROSS-DOMAIN CLUSTERABILITY
EVALUATION FOR CROSS-GUIDED DATA
CLUSTERING BASED ON ALIGNMENT
BETWEEN DATA DOMAINS

This application is a continuation application claiming pri-
ority to Ser. No. 13/432,425, filed Mar. 28, 2012, now U.S.
Pat. No. 8,639,696, issued Jan. 28, 2014, which is a continu-
ation of Ser. No. 12/683,095, filed Jan. 6, 2010, U.S. Pat. No.
8,229,929, issued Jul. 24, 2012.

BACKGROUND

The present invention discloses a computer program prod-
uct for data clustering of a target domain that is guided by
relevant data clustering of a source domain, and for evaluating
cross-domain clusterability of target domain data set and
source domain data set. Conventional k-means data cluster-
ing generates clusters based only on intrinsic nature of data in
the target domain. Due to lack of guidance in clustering data
in the target domain, conventional k-means data clustering
often results in clusters that are not useful to human users in
devising text analytics solutions.

BRIEF SUMMARY

According to one embodiment of the present invention, a
computer program product comprises a computer readable
memory unit that embodies a computer readable program
code. The computer readable program code contains instruc-
tions that, when run by a processor of a computer system,
implement for evaluating cross-domain clusterability upon a
target domain and a source domain comprises: a processor of
acomputer system receiving the source domain and the target
domain, wherein the source domain comprises at least one
source data item and the target domain comprises at least one
target data item; said processor calculating target clusterabil-
ity as an average of a respective clusterability of said at least
one target data item such that the target clusterability quanti-
fies how clusterable the target domain is, wherein the respec-
tive clusterability of a target data item of said at least one
target data item quantifies how unambiguously the target data
item can be assigned to a respective true target centroid asso-
ciated with the target data item; said processor calculating
target-side matchability as an average of a respective match-
ability of each target centroid of the target domain to source
centroids of the source domain such that the target-side
matchability quantifies how well target centroids of the target
domain are aligned with the source centroids; said processor
calculating source-side matchability as an average of a
respective matchability of each source centroid of said source
centroids to the target centroids such that the source-side
matchability quantifies how well the source centroids are
aligned with the target centroids; said processor calculating
source-target pair matchability as an average of the target-
side matchability and the source-side matchability; said pro-
cessor calculating cross-domain clusterability between the
target domain and the source domain as a linear combination
of the calculated target clusterability and the calculated
source-target pair matchability by use of a trade-oft param-
eter that indicates relative contribution of the target cluster-
ability and the source-target pair matchability to the cross-
domain clusterability; and said processor transferring the
calculated cross-domain clusterability to a device selected
from an output device of the computer system, a storage
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device of the computer system, a remote computer system
coupled to the computer system, and a combination thereof.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 illustrates a system for cross-guided clustering
based on alignment between data domains, in accordance
with embodiments of the present invention.

FIGS. 2A, 2B, and 2C illustrate examples of target cluster-
ing.

FIG. 3 is a flowchart depicting a method for cross-guided
clustering based on alignment between data domains and for
evaluating cross-domain clusterability of the data domains, in
accordance with the embodiments of the present invention.

FIG. 3A is a flowchart depicting a method for cross-guided
clustering based on alignment between data domains, in
accordance with the embodiments of the present invention.

FIG. 3B is a flowchart depicting a method for initializing
target clusters, step 330 of FIG. 3A, in accordance with the
embodiments of the present invention.

FIG. 3C is a flowchart depicting a method for aligning
target centroids to the source centroids, step 350 of FIG. 3A,
in accordance with the embodiments of the present invention.

FIG. 4A is a flowchart depicting a method for evaluating
cross-domain clusterability of the target domain data set and
the source domain data set, step 400 of FIG. 3, in accordance
with the embodiments of the present invention.

FIG. 4B is a flowchart depicting a method for calculating
target clusterability of the target domain data set, step 405 of
FIG. 4A, in accordance with the embodiments of the present
invention.

FIG. 4C is a flowchart depicting a method for calculating
target-side matchability of the target domain data set, step 430
of FIG. 4A, in accordance with the embodiments of the
present invention.

FIG. 4D is a flowchart depicting a method for calculating
source-side matchability of the source domain data set, step
460 of FIG. 4A, in accordance with the embodiments of the
present invention.

FIGS. 5A, 5B, and 5C illustrate examples of mappings
between source centroids and target centroids, in accordance
with the embodiments of the present invention.

FIG. 6 illustrates a computer system used for cross-guided
clustering based on alignment between data domains, in
accordance with the embodiments of the present invention.

DETAILED DESCRIPTION

FIG. 1 illustrates a system 100 for cross-domain cluster-
ability evaluation of cross-guided clustering based on align-
ment between data domains, in accordance with embodi-
ments of the present invention.

The system 100 comprises a target domain item set T 110,
a source domain item set S 120, and a cross-domain cluster-
ability evaluation (CCE) process 200.

The target domain data item set or simply the target domain
T 110 comprises a first set of data items {t,, t, . .., t,}, which
is referred to as target data items. A target vocabulary V* refers
to a first group of attributes which make up the target data
items {t;, t,, ..., t,} of the target domain T 110. The target
domain T 110 is a first input to the CCE process 200. In one
embodiment of the present invention, the target data items are
documents, of which attributes are words. In this specifica-
tion, the terms “data item” and “document” are used inter-
changeably. Similarly, the terms “attribute” and “word” are
used interchangeably throughout this specification.



US 9,336,296 B2

3

The source domain data item set or simply the source
domain S 120 comprises a second set of data items {s,,
Sy - - -5 S,, |, which is referred to as source data items. A source
vocabulary V* refers to a second group of words in the source
data items {s;, s, . . ., s,,} of the source domain S 120. The
source domain S 120 is a second input to the CCE process
200.

The cross-domain clusterability evaluation (CCE) process
200 calculates cross-domain clusterability 310 that represents
how effectively the cross-guided clustering can be performed
upon the target domain T 110 and the source domain S 120.
See descriptions of FIG. 4A infra for details of cross-domain
clusterability evaluation. The cross-domain clusterability
evaluation (CCE) may be performed in combination with
cross-guided clustering between the target domain T 110 and
the source domain S 120.

In one embodiment shown in FIG. 3 infra, the CCE process
200 is performed in combination with cross-guided clustering
by use of a cross-guided clustering (CGC) process 210. See
descriptions of FIG. 3A infra for details of the CGC process
210. In another embodiment, the cross-domain clusterability
evaluation (CCE) 200 is performed prior to the CGC process
210.

The cross-guided clustering (CGC) process 210 receives
the source domain data items S 120 and the target domain data
items T 110 as inputs and generates k number of target cen-
troids C* 300 as an output. While performing cross-guided
clustering to generate the target centroids C* 300, the CGC
process 210 generates intermediary data structures compris-
ing source centroids C° 220, a pivot vocabulary 230, a pro-
jection matrix 240, and a cross-domain similarity graph G*
250. The CGC process 210 automatically transfers a relevant
supervision over the source domain S 120 to clustering of the
target domain T 110. The relevant supervised partitioning of
the source domain S 120 is represented by the source cen-
troids C* 220. The cross-guided clustering of the CGC pro-
cess 210 generates k number of target centroids C* 300 that is
more meaningful for human users than in conventional data
clustering because the target centroids C* 300 are aligned with
the source centroids C° 220 as much as possible rather than
being clustered based solely on intrinsic clustering goodness
on the target domain T 110 as in conventional data clustering.
The CGC process 210 significantly improves clustering accu-
racy of conventional k-means algorithm by aligning the target
centroids C* 300 with source centroids C* 220, which creates
and utilizes the pivot vocabulary 230, the projection matrix
240, and the cross-domain similarity graph G* 250. Because
the target centroids C* 300 are aligned with the source cen-
troids C° 220, the CGC process 210 automates text analytics
in predictive modeling and data classification and reduces
cost and time for human involvement that are required in
conventional k-means data clustering.

The source centroids C* 220 comprise a respective source
centroid {C;} that represents each source cluster of k' source
clusters {C,*,C,’, ..., C,;°} that partitions the source domain
S120. Inthis specification, the term “cluster” means a disjoint
subset of the items in a domain, which is used interchange-
ably with the term “partition.” The respective source centroid
{C;’} isasource data item that represents all source data items
of the respective source cluster C;”. In this specification, the
term “centroid” means a center element of a cluster that
determines membership of an object element to the cluster
according to a distance between the centroid and the object
element. Each source data item of the source domain S 120 is
assigned to a source centroid that is the nearest to the respec-
tive source data item of all the source centroids C* 220. Source
data items are also referred to as being assigned to a source
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cluster that corresponds to the source centroid. See descrip-
tions of step 320 in FIG. 3A, infra, for details of creating the
source centroids C° 220.

The pivot vocabulary 230 addresses issues caused by
words in the target domain T 110 and the source domain S 120
when the words are lexically identical but not semantically
identical. The pivot vocabulary 230, denoted as V¥, comprises
pivot words from the source vocabulary V* and the target
vocabulary V* that are lexically identical. Words in the source
vocabulary V° and the target vocabulary V* except the pivot
vocabulary VZ 230 are referred to as non-pivot words. See
descriptions of step 310 of FIG. 3A, infra, for details of
establishing the pivot vocabulary 230.

The projection matrix 240 addresses issues caused by
words that are not shared in the source vocabulary V* and the
target vocabulary V* but are semantically related. As in the
cases of synonyms “agent” and “representative,” the words do
not count as similar in conventional clustering. The CGC
process 210 employs a projection approach that distributes
weights of non-pivot words over the weights of relevant pivot
words in the pivot vocabulary V# 230. The CGC process 210
constructs the projection matrix 240, denoted as Proj(v, v"),
for the source domain S 120 and the target domain T 110 from
a context matrix Cxt such that columns of the projection
matrix 240 correspond to pivot words from the pivot vocabu-
lary V? 230 and rows of the projection matrix 240 correspond
to non-pivot words. See descriptions of step 315 of FIG. 3A,
infra, for details of creating the projection matrix 240.

The cross-domain similarity graph G* 250 is a bipartite
graph comprising a first set of vertices corresponding to the
source centroids C° 220 and a second set of vertices corre-
sponding to the target centroids C* 300. The CGC process 210
adds an edge between each pair of vertices (i, j) from the first
set of vertices and the second set of vertices and assigns a
weight of the edge with

1-d(T/T7)

such that the best alignment of the target centroids C* 300 to
the source centroids C° 220 can be found by finding the
maximum weighted bipartite match in the cross-domain simi-
larity graph G* 250. See descriptions of step 360 of FIG. 3C,
infra, for details of the cross-domain similarity graph G* 250.

The target centroids C* 300 comprise a respective target
centroid {C/} that represents each target cluster of k target
clusters {C,, C,, ..., C,’} that partitions the target domain
T 110. The respective target centroid C; represents all target
data items of the respective target cluster C,. A target data
item of the target domain T 110 may be assigned to a target
centroid that is the nearest to the target data item of all the
target centroids C’ 300, and the target centroid and target data
items assigned to the target centroid are collectively referred
to as a target cluster. See descriptions of FIGS. 3B and 3C,
infra, for details of the target centroids C’ 300.

FIGS. 2A, 2B, and 2C illustrate examples of target cluster-
ing. In the present examples, the target domain is customer
survey comments that are acquired through service desks of
an automobile company. Analysts for the automobile com-
pany analyze the customer survey comments in various ways
by clustering the target data into categorized accounts. FI1G.
2A illustrates a first clustering 10 of the target domain based
only on the target data similarities. The first clustering 10
generates three clusters of an agents cluster 11, a parts and
accessories cluster 12, and a servicing cluster 13. The first
clustering 10 is not guided by supervised partitioning and
consequently the three clusters 11, 12 and 13 may not be
useful to the analysts.
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FIG. 2B illustrates a second clustering 20 of the target
domain wherein the analysts intend to create a personnel
cluster 23 and a car-related issue cluster 24. Two pre-existing
supervised partitions of a sales personnel partition 21 and a
motor-cycle related issue partition 22 are utilized as a source
domain to guide clustering of the target domain. To align
target clusters 23 and 24 with the source partitions 21 and 22,
respectively, the second clustering 20 deviates from the first
clustering 10 of FIG. 2A, supra. The more the source parti-
tions employed for supervising target clustering are relevant
to the target clusters, the greater the extent of deviation of the
guided target clustering from the target data based clustering.
For example, when the analysts provide a source domain of
two partitions of a computer parts partition and an IT techni-
cian partition to guide the second clustering 20, the car-
related issue cluster 24 would not be clearly formulated. For
another example, when the analysts intend to formulate a
target cluster of customer sentiments, a source partition cre-
ated around customer sentiments is necessary to guide the
target clustering.

FIG. 2C illustrates a third clustering 30 of the target domain
based on source partitions of customer survey comments for
telecommunication industry. Because automobile company
and telecommunication industry are not relevant in the nature
of the business and part names, the third clustering 30 is
aligned around customer sentiments with the source parti-
tions. A first source partition 31 and a first target cluster 33 are
on positive customer sentiments. A second source partition 32
and a second target cluster 34 are on negative customer sen-
timents.

FIG. 2C demonstrates that a number of target clusters and
a number of source partitions are not necessarily identical.
The source partitions that are not relevant to the target domain
do not affect target clustering. When there is no relevant
source partition, the target domain is clustered based only on
intrinsic similarities among target data, as shown by a third
target cluster 35.

In formulae of this specification, superscripts s, t and x
indicate elements of the source domain, the target domain and
the cross domain, respectively.

FIG. 3 is a flowchart depicting a method for cross-guided
clustering based on alignment between data domains and
evaluating cross-domain clusterability of the data domains, in
accordance with the embodiments of the present invention.

In step 300, the cross-guided clustering and clusterability
evaluation (CGCE) process performs cross-guided clustering
by use of a cross-guided clustering (CGC) process upon
source domain data set and target domain data set. See
descriptions of FIG. 3A, infra, for details of the cross-guided
clustering (CGC) process. After performing step 300, the
CGCE process proceeds with step 400.

In step 400, the CGCE process evaluates cross-domain
clusterability of the target domain data set and the source
domain data set by use of a cross-domain clusterability evalu-
ation (CCE) process. See descriptions of FIG. 4A, infra, for
details of the cross-domain clusterability evaluation (CCE)
process. After performing step 400, the CGCE process termi-
nates.

In another embodiment, the cross-domain clusterability
evaluation (CCE) process of step 400 is performed indepen-
dently from the cross-guided clustering (CGC) process of
step 300 upon the target domain data set and the source
domain data set, or any other two domain data sets. Because
step 400 evaluates cross-domain clusterability of the two
domain data sets without using results from the cross-guided
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clustering process of FIG. 3A infra between the two domain
data sets, step 400 may be performed standalone, prior to step
300, or after step 300.

FIG. 3A is a flowchart depicting a method for cross-guided
clustering based on alignment between data domains, in
accordance with the embodiments of the present invention.

In step 305, a cross-guided clustering (CGC) process
receives a source domain and a target domain as inputs to
automatically align target clusters with source partitions to
guide the target clustering. The source domain comprises at
least one source data item. The target domain comprises at
least one target data item. Data items of the target domain and
the source domain are text of any length. Examples of the data
items may be, inter alia, a word, a phrase, a sentence, a
document, etc.

Because the target data items and the source data items are
from different domains having different vocabularies, the
CGC process resolve the discrepancies between vocabularies
of'the target domain and the source domain by creating pivot
vocabulary in step 310, projecting source centroids to the
pivot vocabulary in step 320, and projecting target centroids
to the pivot vocabulary in step 355 of FIG. 3C, infra. After
performing step 305, the CGC process proceeds with step
310.

In step 310, the CGC process establishes the pivot vocabu-
lary between the source domain and the target domain. The
pivot vocabulary VP comprises at least one pivot words from
the source vocabulary V° and the target vocabulary V* that are
lexically identical. The pivot vocabulary may not have the
same meaning in the target domain and the source domain. In
this specification, the term “vocabulary” means attributes
over which data items and centroids are defined. A distance
measure between two data items is based on an assumption
that the two data items being compared utilize same vocabu-
lary. Consequently, when comparing a target data item and a
source data item from different domains, a cross-domain
distance measure d*(t,,s;) is employed to compare clusters
across domains. In one embodiment of the CGC process, the
respective cross-domain distance measure d*(t,s;) is pre-
defined. In another embodiment, the respective cross-domain
distance measure d*(t,s,) is calculated as illustrated in
descriptions of step 360 in FIG. 3C, infra. A target distance
measure d’( ) is used to assign target data items to target
centroids and measure target divergence. The cross domain
distance measure d*( ) is used to align the target centroids with
the source centroids and measure cross domain divergence. In
this embodiment, the CGC process aligns each target cluster
to at most one source partition, and vice versa.

The CGC process constructs a respective pivot weight
pw(v) for each pivot word v in the pivot vocabulary V. The
respective pivot weight pw(v) represents semantic similarity
of'the pivot word in the source domain and the target domain.
The CGC process computes pivot weights based on an
assumption that a pivot word is semantically similar across
domains where the pivot word is used in similar contexts.
Thus the CGC process constructs a respective word-word
context matrix Cxt* and Cxt® for both the target domain and
the source domain. An entry Cxt(v,v') of the context matrix
denotes a number of times words v and v' occur within m
tokens of each other over all documents in one domain. The
CGC process employs a standard term frequency-inverse
document frequency (TF-IDF) weighting to assign a weight
to each entry Cxt(v, v') of the context matrix. A context vector
Cxt(v) for a word v is the row corresponding to v in the
context matrix Cxt, and captures the aggregated context of the
word v in the respective domain.
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The pivot weight pw(v) is calculated as the cosine similar-
ity of a first context vector Cxt’(v) for the source domain and
a second context vector Cxt‘(v) for the target domain:

pwW)=P+(1-P)cos(Cxr(v),Cxr’(v)),

where [} provides smoothing over sparsity and noise in the
data.

All words in the source domain and the target domain other
than the pivot words are non-pivot words. See descriptions of
step 360 in FIG. 3C, infra, for details of utility of the pivot
vocabulary. After performing step 310, the CGC process pro-
ceeds with step 315.

In step 315, the CGC process creates a respective projec-
tion matrix Proj(v,v') for each domain from a context matrix
Cxt such that columns of the projection matrix Proj(v,v')
correspond to pivot words from the pivot vocabulary V¥ and
rows of the projection matrix Proj(v, v') correspond to non-
pivot words. For each non-pivot word v, Proj(v,v) defines
how the weight of non-pivot word v is distributed over pivot
word v¥. The CGC process constructs a source projection
matrix Proj’(v, v') for the source domain and a target projec-
tion matrix Proj“(v,v') for the target domain. By projecting the
non-pivot synonyms to the pivot vocabulary V7, the CGC
process takes non-pivot synonyms of the source vocabulary
and the target vocabulary that are not lexically similar into
similarity computation. The CGC process calculates the pro-
jection matrix to distribute weights of the non-pivot syn-
onyms of the target domain and the source domain into a
respectively relevant pivot words. After performing step 315,
the CGC process proceeds with step 320.

In step 320, the CGC process creates source centroids and
subsequently projects each source centroid to the pivot
vocabulary. The projected weight wt*(v,C,”) for pivot word v
in source centroid C;" is the augmented weight after project-
ing weights of all relevant non pivot words in the source
vocabulary on the pivot word v:

WE T W0 G W, PTOf (V).

After performing step 320, the CGC process proceeds with
step 330.

In step 330, the CGC process initializes target clusters. See
descriptions of FIG. 3B, infra, for details of step 330. Then the
CGC process proceeds with step 350.

In step 350, the CGC process aligns target centroids to the
source centroids. See descriptions of FIG. 3C, infra, for
details of step 350. After performing step 330, the CGC
process proceeds with step 380.

In step 380, the CGC process outputs the target centroids to
users. After performing step 380, the CGC process terminates
and the CGCE process proceeds with step 400 of FIG. 3
supra.

FIG. 3B is a flowchart depicting a method for initializing
target clusters, step 330 of FIG. 3 A, supra, in accordance with
the embodiments of the present invention.

In step 335, the CGC process initializes k number of target
centroids. After performing step 335, the CGC process pro-
ceeds with step 340.

In step 340, the CGC process assigns each target data item
to a nearest target centroid. After performing step 340, the
CGC process proceeds with step 345.

In step 345, the CGC process recalculates the k number of
target centroids from assigned target data items.

In one embodiment of the present invention, after perform-
ing step 345, the CGC process determines whether the target
centroids converge. If the CGC process determines that the
target centroids do not converge yet, the CGC process loops
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backto step 340. Ifthe CGC process determines that the target
centroids converge, the CGC process proceeds with step 350
of FIG. 3A, supra.

In another embodiment of the present invention, the CGC
process performs steps 340 and 345 for n number of times and
proceeds with step 350 of FIG. 3A, supra.

FIG. 3C is a flowchart depicting a method for aligning
target centroids to the source centroids, step 350 of FIG. 3A,
supra, in accordance with the embodiments of the present
invention.

The cross-domain divergence depends both on the current
target centroids and the cross domain alignment. The CGC
process minimizes the cross-domain divergence by updating
assignment of target data items to current target centroids in
step 375, by updating the cross-domain alignment based on
the current target centroids in step 365, and by re-estimating
the target centroids based on the current data item assignment
and the current cross-domain alignment in step 370.

In step 355, the CGC process projects each target centroids
onto pivot vocabulary, which is analogous to calculating pro-
jected weight for source centroids. The projected weight wt?
(v,C,) for pivot word v in a target centroid C, is the aug-
mented weight after projecting weights of all relevant non
pivot words in the target vocabulary on the pivot word v:

wt”(v,f:):w;(\;, 65)4_ Z Prof 0/, v)

vevi-yP

After performing step 355, the CGC process proceeds with
step 360.

In step 360, the CGC process creates a cross-domain simi-
larity graph G™ over the source centroids and the target cen-
troids using projected weights of pivot words in the source
domain and the target domain. To find a cross-domain align-
ment, the CGC process constructs the cross-domain similar-
ity graph G™ that is a bipartite graph comprising a first set of
vertices S corresponding to source centroids, and a second set
of'vertices T corresponding to target centroids. An edge ofthe
cross-domain similarity graph G* between each pair of verti-
ces (i, j) from S and T has a weight of:

1-d(C/Cy)
In one embodiment, to determine cross-domain similarity
between the target data items and the source data items, the
CGC process measures the cross-domain distance between a

target centroid and a source centroid comprising a respective
data set by

&(C/,C)=1-cos(C/,C)

where cos(v,, v,) represents the cosine similarity of two
weight vectors v, and v:

COS(V, V2)=Z g WH(V 1, 0) X WE(V2,0;)

where o, represents at least one dimension of the two weight
vectors v, and v,. The CGC process compares a target cen-
troid vector and a source centroid vector by comparing
weights over pivot words that are lexically the same.

In one embodiment of the present invention, the CGC
process employs a hard clustering setting in which each target
data item t, is assigned to only one target cluster C;”. In the
same embodiment, the CGC process also employs a k-means
setting that partitions the target domain T by assigning a
respective target data item into a respective target cluster C/
that has a target centroid {C;’} nearest to the respective target
data item t; among all target centroids. A distance between a
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target data item t, and a target centroid {C,’} is represented by
d=(t,C/). A divergence of a target cluster C/, which is
denoted by DY(C}"), is defined as a sum of squared distances of
all target data items to a respective target centroids in the
target cluster C/,

D)= 3 (e e 6.

1

where &'(t,, C) is 1 if the target data item t, is assigned to the
target cluster C/ and 0 otherwise.

Conventional k-means clustering seeks k number of best
target centroids for respective target clusters that partition the
target domain T such that the total divergence ,D%(C/) over
all the target clusters in the target domain T is minimal.

In contrast with the conventional k-means clustering, the
cross-guided clustering of the present invention as performed
by the CGC process aligns the target clusters with the source
clusters to generate the target centroids C* in a more effective
and guided manner. Provided a cross-domain alignment
between source partitions and target clusters, the CGC pro-
cess calculates a cross-domain divergence as

[EQ. 1]
where, in one embodiment, 8(C/,C;%) is 1 if C;” is aligned
with C’, and 0 otherwise. To make the cross domain diver-
gence D*(C/,C°) comparable to the divergence of target clus-
ter DY(C,"), the CGC process weighs a respective size of each
target cluster, denoted as IC,/l, into the cross-domain diver-
gence calculation.

Provided the target centroids C’, an assignment of target
data items to the target centroids C’, and an alignment
between source partitions and the target centroids C’, the
CGC process calculates the combined divergence that strikes
abalance between the target divergence and the cross-domain
divergence:

DX (C, CS):zcizzqs(ff@'f;))2&“(c;, CAHICS

D(C,CH)=aD{(C+{(1-a) D! (C,C7) [EQ. 2]

where o indicates a relative importance of the target diver-
gence and the cross-domain divergence over all clusters in the
target domain and the source domain. When a=1, the com-
bined divergence D(C?, C*)=D*(C*) corresponds to target-only
clustering. When ¢:=0, the combined divergence D(C’, C*)
leads to target clusters that are as similar as possible to source
partitions, but not tight internally. The parameter o represents
how relevant all clusters of the source domain and the target
domain and how the target centroid convergence and the
cross-domain alignment are traded off in the cross-domain
update rules of EQ. 3, infra. The CGC process generates the
target centroids C* 300 such that the combined divergence
D(C?, C°) is minimal,

minz D(C, C%)

provided source clusters C°.

The similarity between a source centroid and a target cen-
troid is computed using a modified version of cosine similar-
ity that takes the pivot weights into account:

i (AT =2yt T (T pw(v),

where wt(v, C,") represents the weight of pivot word v in the
i-th target centroid C//, wt(v, C;) represents the weight of
pivot word v in the j-th source centroid C,°, and pw(v) is the
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pivot weight of the word v from step 310 of FIG. 3A, supra.
After performing step 360, the CGC process proceeds with
step 365.

In step 365, the CGC process computes a maximum
weighted bipartite match over the cross-domain similarity
graph G* to find a best alignment between source centroids
and target centroids. A match is a subset of the edges such that
any vertex is spanned by at most one edge, and a weight of a
match is the sum of the weights of the included edges. In a first
embodiment of step 365, the CGC finds a best match over the
cross-domain similarity graph G* that is a complete bipartite
graph. Consequently, the every target cluster is aligned to one
source partition, even in cases of the target cluster is dissimi-
lar to the source partition.

In a second embodiment of step 365, the CGC process
disregards all edges in the match with weights below some
threshold such that a target cluster is not matched to a dis-
similar source partition.

Ina third embodiment of step 365, the CGC process defines
3(C/, C;) for D*( ) as a match weight, which is 1 if C/ is
aligned with C;°, and 0 otherwise. In this embodiment, the
weaker the match with the source, the lower is the penalty for
divergence from that source centroid.

After performing step 365, the CGC process proceeds with
step 370.

In step 370, the CGC process updates the target centroids
according to a cross-domain update rule to align the target
centroids with the source centroids.

The cross-domain update rule is formulated based on
assumptions that all target data items correspond to a target
centroid and that the target centroid does not necessarily
correspond to a source centroid. The cross-domain update
rules are formulated to re-estimate respective target centroid
by minimizing divergence of target clusters based on target
data items and the source centroids C°. The cross-domain
update rules respective to each target centroid C/ of the target
centroids C* are provided to the CGC process as a result of
differentiating and resolving the divergence function of the
target clusters

d(c, ¢y
acy 7

which is

@y i+ (1-a)y FCICHT; (EQ. 3]

el j
— red] J

T oGl + (L= @)ICH T 64(CE, %)
J

The CGC process repeatedly updates each target centroid
C/ according to respective cross-domain update rule.

A first term of the numerator, a2, _~,, of the cross-domain
update rules represents a target centroid convergence. The
CGC process gradually updates each target centroid toward
the ‘center’ of respective target cluster to which a respective
target centroid and target data items assigned to the respective
target centroid are members.

A second term of the numerator, (1-a)Z,3"(C,,C;)C;, of
the cross-domain update rules represents the cross-domain
alignment of target centroids to source centroids. The CGC
process also aligns target centroids to corresponding source
centroids, but the cross-domain alignment is affected by the
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extent of match with the source centroid. A target centroid
moves along a corresponding source centroid across domains
only when the target centroid has a significant match in the
source domain. After performing step 370, the CGC process
proceeds with step 375.

In step 375, the CFC process reassigns all target data items
to a nearest target centroid respective to the target data item.

In one embodiment of the present invention, after perform-
ing step 375, the CGC process determines whether the target
centroids converge to be aligned with source centroids. If the
CGC process determines that the target centroids do not con-
verge yet, the CGC process loops back to step 355. If the CGC
process determines that the target centroids converge, the
CGC process proceeds with step 380 of FIG. 3A, supra.

In another embodiment of the present invention, the CGC
process performs steps 355 through 375 for m number of
times and proceeds with step 380 of FIG. 3A, supra.

FIG. 4A is a flowchart depicting a method for evaluating
cross-domain clusterability of the target domain data set and
the source domain data set, step 400 of FIG. 3, supra, in
accordance with the embodiments of the present invention.

In step 405, the CGC process calculates target clusterabil-
ity quantifying how clusterable the target domain data set T is.
Seedescriptions of FIG. 4B, infra, for steps for calculating the
target clusterability that is defined as an average of a respec-

tive clusterability of all target data item t;, i=1 . . . k in the
target domain data set T:
Cab(TTTY=E ey Cab(tTHIT) [EQ. 4]

The clusterability of the i-th target data item t,, denoted as
Cab(t,IC"), quantifies how unambiguously the i-th target data
item t, can be assigned to a respective true target centroid
C./(t,) based on similarities of the i-th target data item t, to the
k number of gold standard target centroids C. In this speci-
fication, the clusterability of the i-th target data item t, fora k
number of gold standard target centroids C’ is defined as:

Cab(t;|C)=sim(z, C,(1;))-max o=k psim(©, G,

wherein C /(t,) indicates the respective true target centroid of
the i-th target data item t, acquired by conventional k-means
clustering, wherein sim(t;, C /(t,)) indicates a respective simi-
larity of the i-th target data item t, to the respective true target
centroid, wherein sim(t,, C/) indicates a respective similarity
of the i-th target data item t; to a respective gold standard
target centroid C/, i=1 . . . k, and wherein max (ciciay
sim(t,, C,) 1ndlcates how s1m11ar the i-th target data item t is
to a nearest non-true’ target centroid.

In one embodiment of the present invention, the respective
gold standard target centroids are predefined and made avail-
able to the CGC process.

In another embodiment, entropy over the k number of gold
standard target centroids can be used to measure clusterabil-
ity of the i-th target data item t,, in place of the similarity.

The target clusterability Cab(TIC") is an upper bound of a
second target clusterability acquired by conventional
k-means clustering algorithm, because the target clusterabil-
ity of EQ. 4 supra is conditioned on correct discovery of the
target centroids. A value of the clusterability of the target
domain data set T Cab(TIC") is within a range of [-1.0, +1.0].

The clusterability has an upper limit (1.0) for the target
domain data set T that is perfectly clusterable, in which every
target data item has similarity (1.0) to the respective true
target centroid of each target data item, and similarity (0.0) to
all other centroids. The clusterability has a lower limit (-1.0)
for the target domain data set T that is perfectly unclusterable,
in which every target data item has similarity (0.0) to the
respective true target centroid of each target data item, and

35

40

45

50

12

similarity (1.0) to any other centroid that the respective true
target centroid of the target data item. The CGC proceeds with
step 430 after calculating the target clusterability.

In step 430, the CGC process calculates target-side match-
ability quantifying how well all target centroids are matched
to source centroids. See descriptions of FIG. 4C, infra, for
steps for calculating the target-side matchability that is
defined as an average of a respective matchability of all target
centroids C’ to all source centroids C*:

Mab(C' | C')= " Mai(C; | T") /IC]

et
Ci

The respective matchability of an i-th target centroid C,,
i=1 . .. k to the source centroids C is defined as:

Mab(C/IC%)=sim*(C,C(C)- —MaX | cs.cich
sim*(C/,C, )

wherein C.*(C;) indicates a first source centroid that is the
most similar to the i-th target centroid C/, that is
C.°(C)H =MaXcssim "(C/,C/), wherein sim™(C;’ ,C ") indi-
cates a cross-domain s1m11ar1ty ofthe i-thtarget centr01d C/to
each source centroid T, and wherein max crecichy
sim™(C,,C;’) indicates a cross -domain similarity between the
i-th target centr01d C/ and a second source centroid that is the
closest other than the first source centroid. The CGC proceeds
with step 460 after calculating the target-side matchability.

In another embodiment, joint-entropy over the k number of
gold standard target centroids can be used to measure match-
ability of the target centroids to the source centroids.

In step 460, the CGC process calculates source-side match-
ability quantifying how well all source centroids are matched
to target centroids. See descriptions of FIG. 4D, infra, for
steps for calculating the source-side matchability that is
defined as an average of a respective matchability of all
source centroids C° to all target centroids C*:

Mab(C*| T) = Zmbc“m)ﬂcﬂ

J

The respective matchability of a j-th source centroid C;°,
j=1 ...k to the target centroids C’ is defined as:

Mab(C7IC)=sim*(C, C.A(C;%)-max ..ot )
s1m)‘(C CH,

wherein C./(C;") indicates a first target centroid that is the
most similar to the j-th source centroid Cj, that is
C.(C))=max »sim™(C;,C,), wherein s1mx(_] ,C,) indi-
cates a cross-domain s1m11ar1ty of the j-th source centroid C;*
to each target centroid C/, and wherein max ....rc
sim™(C;,C;") indicates a cross- domaln similarity between the
j-th source centroid C;” and a second target centroid that is the
closest other than the first target centroid. The CGC proceeds
with step 490 after calculating the source-side matchability.

In step 490, the CGC process calculates source-target pair
matchability that is defined as an average of the target-side
matchability from step 430 supra and the source-side match-
ability from step 460 supra:

Mab(C*,C)=(Mab (C*[C)+Mab (C*[T)/2

The source-target pair matchability Mab(C’,C%) is an upper
bound on how beneficial a source domain data set can be for
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clustering a target domain data set, because the source-target
pair matchability is conditioned on correct discovery of the
true target centroids.

In contrast with the calculation of clusterability that uti-
lizes true matching centroid in the same domain, the most
similar source centroid is employed to calculate matchability
of a target centroid, and the most similar target centroid is
employed to calculate matchability of a source centroid. In
calculating source-target pair matchability, it is sufficient for
each target centroid to unambiguously match up with a
respective source centroid to obtain supervision for cross-
guided target clustering. The respective source centroid
matched to each target centroid does not have to be a true
centroid. Consequently, a value of the source-target pair
matchability is within a range [0.0, 1.0], without having a
negative value.

In step 495, the CGC process calculates the cross-domain
clusterability of the target data set T for a predefined set of
source centroids, that is defined as a linear combination of
target clusterability from step 405 and the source-target pair
matchability from step 490:

Cab(T1C%, CY=aCab(TICY)+(1-c)Mab(C*,C") [EQ. 51,

where ais a trade-off parameter indicating the relative impor-
tance of the target divergence and the cross-domain diver-
gence over all clusters in the target domain and the source
domain, as described in EQ. 2 of FIG. 3C, supra.

Data calculated in each step of the CGC process is stored
and communicated to users. In one embodiment of the present
invention, the CGC process utilizes the target clusterability
value from step 405 and the cross-domain clusterability value
from step 495 to automatically determine whether cross-
guided clustering of the target domain is improved by utiliz-
ing partitioning of the source domain from conventional
k-means target clustering.

The cross-domain clusterability measures quality of clus-
tering by considering the correctness of clustering decisions
over all document pairs. Examples of conventional methods
for evaluating pair-wise clustering may be, inter alia, standard
F1 measure, Adjusted Rand Index (ARI), etc.

Examples of data set comprising the target domain and/or
the source domain, may be, inter alia, newsgroups, industry
catalogs, categorized technology database such as 20NG
newsgroups, Reuters Corpus Volumes, and Dmoz from
TechTC repository, respectively available at http://people.c-
sail.mit.edu/jrennie/20Newsgroups/, http://www.david-
dlewis.com/resources/testcollections/rcvl/, and  http://
techtc.cs.technion.ac.il/. These data sets comprise hundreds
to several thousands of documents in each domain.

In one embodiment of the present invention, the CGC
process sets the parameter a=0.5 of EQ. 2 in description of
FIG. 3C, supra, to maximize clustering performance
improvement over conventional k-means clustering over a
data set. Depending on characteristics of data set, the cross-
domain clusterability peaks wherein a=[0.5 . . . 0.6], indicat-
ing that clustering performance improvement over conven-
tional k-means clustering over the data set is a maximum.

FIG. 4B is a flowchart depicting a method for calculating
target clusterability of the target domain data set, step 405 of
FIG. 4A, supra, in accordance with the embodiments of the
present invention.

In step 410, the CGC process creates k number of target
centroids C’ by performing conventional k-means clustering
on the target data set T. The conventional k-means clustering
is solely based on the target data set T that takes inherent
characteristics of n number of target data items t;,i=1 .. .n
into account but does not take partitioning of the source
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domain data set into account. The k number of target cen-
troids C’ that had been created are also referred to as “gold
standard” target centroids from a group of target data items
that had been assigned to respective true clusters. Then, the
CGC process proceeds with step 415.

An illustrative example of true cluster s and gold standard
centroids may be, inter alia, a categorized technology data-
bases comprising documents. Wherein all documents that are
assigned to a category CLASS_A of the database are identi-
fiable, the category CLASS_A is referred to a true cluster and
a centroid of said all documents of CLASS_A is referred to as
a gold standard centroid.

Steps 415 and 420 are performed for each target data item
t, for all target data items in the target data set T. After a
respective target clusterability of all target data items in the
target data set T are calculated, the CGC process proceeds
with step 425.

In step 415, the CGC process measures similarity of a
current target data item t, to each target centroid of the k
number of target centroids C/, j=1. . .k, as notated sim(t,, C,"),
wherein the similarity is measured by a distance between the
current target data item t; and said each target centroid data as
in step 340 of FIG. 2B supra.

In step 420, the CGC process calculates target data item
clusterability for the current target data item t,, notated as
Cab(t,/C"), from the similarity of the current target data item
t;:

1
Cab(t,[C)=sim(z, C,(1;))-max i sim(z,C/),

wherein C.(t,) indicates the respective true target centroid of
the i-th target data item t, acquired by conventional k-means
clustering, wherein sim(t,, C./(t;)) indicates a respective simi-
larity of thei-th target dataitem t, to arespective gold standard
target centroid C/, i=1 . . . k, and wherein max (CleCi}
sim(t,, C;") indicates how similar the i-th target data item t, is
to a nearest ‘non-true’ target centroid.

In step 425, the CGC process calculates and stores target
clusterability, notated as Cab(TIC"), that is defined as an aver-
age of a respective clusterability of all target data item t,, i=
1...kinthetarget domain data set T, by used of all target data
item clusterability Cab(t,IC"), i=1 . . . k, from step 420:

Cab(TITY=S,, p,Cab(tTY T [EQ. 4]

After storing the target clusterability for the target data
domain in step 425, the CGC process proceeds with step 430
of FIG. 4A, supra.

FIG. 4C is a flowchart depicting a method for calculating
target-side matchability of the target domain data set, step 430
of FIG. 4A, supra, in accordance with the embodiments of the
present invention.

Steps 435 and 450 are performed for each target centroid
C/,i=1 . ..k of the target domain. After a respective target
matchability of all target centroids are calculated, the CGC
process proceeds with step 455.

In step 435, the CGC process measures cross-domain simi-
larity ofa current target centroid C/ to each source centroid of
the source domain, denoted as sim™(C;’, C;°). Then the CGC
process proceeds with step 440.

In step 440, the CGC process identifies a first source cen-
troid that is most similar to the current target centroid C/,
denoted as C.°(C,), and a first cross-domain similarity of the
current target centroid to the first source centroid, denoted as
sim™(C,,C.>(C})). Then the CGC process proceeds with step
445.

In step 445, the CGC process identifies a second cross-
domain similarity ofthe current target centroid C, to a second
source centroid that is most similar to the current target cen-
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troid C;/ next to the first source centroid, denoted as
maX s, c.5c; 4y Sim “(C/C;%). Thenthe CGC process proceeds
with step 450.

In step 450, the CGC process calculates matchability of the
current target centroid C/ to all source centroids C°, denoted
as Mab(C,/IC’), by subtracting the second cross-domain simi-
larity of the current target centroid C/ in step 445 from the
first cross-domain similarity of the current target centroid C,
in step 440:

Mab(C{C)=sim*(C/,C+*(Cy))-max, Cf-Gi(ChY
sim*(C/,C;").

In step 455, the CGC process calculates and stores the
target-side matchability, denoted as Mab(C*IC”), from respec-
tive results of step 450 for each target centroid C/, i=1 . . . k,
by averaging the respective matchability of all target cen-
troids C’ to all source centroids C*:

Mab(C' | )= Y Mat{(C; | T} /1C]

-t
&

After storing the target-side matchability of all target cen-
troids to all source centroids in step 455, the CGC process
proceeds with step 460 of FIG. 4A, supra. See FIG. 5B, infra,
for an example of ambiguous matches caused by adverse
target-side matchability.

FIG. 4D is a flowchart depicting a method for calculating
source-side matchability of the source domain data set, step
460 of FIG. 4A, supra, in accordance with the embodiments
of the present invention.

Steps 465 and 480 are performed for each source centroid
C/7,j=1...kof the source domain. After respective source
matchabilities of all source centroids are calculated, the CGC
process proceeds with step 485.

In step 465, the CGC process measures cross-domain simi-
larity of a current source centroid C/, to each target centroid
of the target domain, denoted as sim’*(C;*, C;"). Then the CGC
process proceeds with step 470.

In step 470, the CGC process identifies a first target cen-
troid that is most similar to the current source centroid st,
denoted as C.”(C;"), and a first cross-domain similarity of the
current source centroid to the first target centroid, denoted as
sim™(C,%, C./(C,"). Then the CGC process proceeds with step
475.

In step 475, the CGC process identifies a second cross-
domain similarity of the current source centroid C,’ to a sec-
ond target centroid that is most similar to the current source
centroid C;” next to the first target centroid, denoted as
maX e e 1sim™(C,",C, %). Then the CGC process proceeds
with step 480.

In step 480, the CGC process calculates matchability of the
current source centroid C;” to all target centroids C’, denoted
as Mab(C;”,C"), by subtracting the second cross-domain simi-
larity of the current source centroid C;* in step 475 from the
first cross-domain similarity of the current source centroid C;’
in step 470:

Mab(CF1IC)=sim*(C;*,C./(Ci))- Max cf. it
sun)‘(_ CH
In step 485, the CGC process calculates and stores the
source-side matchability, denoted as Mab(C°,C’), from
respective results of step 480 for each source centroid C;°, i=
.. k, by averaging the respective matchability of all source
centroids C° to all target centroids C*
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After storing the source-side matchability of all source
centroids to all target centroids in step 485, the CGC process
proceeds with step 490 of FIG. 4A, supra. See FI1G. 5C, infra,
for an example of ambiguous matches caused by adverse
source-side matchability.

FIGS. 5A, 5B, and 5C illustrate examples of mappings
between source centroids and target centroids, in accordance
with the embodiments of the present invention.

FIG. 5A illustrates a first mapping between source cen-
troids and target centroids, in which the source centroids
provide a supervision favorable for cross-guided target clus-
tering, in accordance with the embodiments of the present
invention.

A first target centroid C,* is matched unambiguously to a
first source centroid C,°. Similarly, a second target centroid
C,’ is matched unambiguously to a second source centroid
C,’. Because each source centroid provides supervision for a
respectively corresponding target centroid only and does not
influence other target centroid, clustering of source data set is
appropriate for cross-guided clustering of target data set. See
FIGS. 2B and 2C, supra, for examples of data sets that are
favorable for cross-guided clustering.

FIG. 5B illustrates a second mapping between source cen-
troids and target centroids, in which the source centroids do
not provide a supervision favorable for cross-guided target
clustering due to target-side ambiguity, in accordance with
the embodiments of the present invention.

A third target centroid C,’ is matched to both a third source
centroid C;° and a fourth source centroid C,°, because the
third target centroid Cs’is similar to both source centroids. If
the third target centroid C,’ is a true centroid of multiple target
data items, the target data items may not converge to a same
target cluster as guided by separate source centroids, and such
clustering adversely affects the target-side matchability
described in FIG. 4C, supra.

FIG. 5C illustrates a third mapping between source cen-
troids and target centroids, in which the source centroids do
not provide a supervision favorable for cross-guided target
clustering due to source-side ambiguity, in accordance with
the embodiments of the present invention.

A fifth source centroid C;° is matched to both a fifth target
centroid C’ and a sixth target centroid C4’, because the fifth
source centroid C,° is similar to both target centroids. Target
data items of the fifth target centroid Cs’ and the sixth target
centroid C4* will be clustered in a same target cluster as
guided by the fifth source centroid Cs°, and such clustering
adversely affects the source-side matchability described in
FIG. 4D, supra.

FIG. 6 illustrates a computer system 90 used for cross-
guided clustering based on alignment between data domains,
in accordance with the embodiments of the present invention.

The computer system 90 comprises a processor 91, an
input device 92 coupled to the processor 91, an output device
93 coupled to the processor 91, and computer readable
memory Units comprising memory devices 94 and 95 each
coupled to the processor 91. The input device 92 may be, inter
alia, a keyboard, a mouse, a keypad, a touch screen, a voice
recognition device, a sensor, a network interface card (NIC),
a Voice/video over Internet Protocol (VOIP) adapter, a wire-
less adapter, a telephone adapter, a dedicated circuit adapter,
etc. The output device 93 may be, inter alia, a printer, a plotter,
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a computer screen, a magnetic tape, a removable hard disk, a
floppy disk, a NIC, a VOIP adapter, a wireless adapter, a
telephone adapter, a dedicated circuit adapter, an audio and/or
visual signal generator, a light emitting diode (LED), etc. The
memory devices 94 and 95 may be, inter alia, a cache, a
dynamic random access memory (DRAM), a read-only
memory (ROM), a hard disk, a floppy disk, a magnetic tape,
an optical storage such as a compact disk (CD) or a digital
video disk (DVD), etc. The memory device 95 includes a
computer code 97 which is a computer program that com-
prises computer-executable instructions. The computer code
97 includes, inter alia, an algorithm used for cross-guided
clustering based on alignment between data domains accord-
ing to the present invention. The processor 91 executes the
computer code 97. The memory device 94 includes input data
96. The input data 96 includes input required by the computer
code 97. The output device 93 displays output from the com-
puter code 97. Either or both memory devices 94 and 95 (or
one or more additional memory devices not shown in FIG. 6)
may be used as a computer usable storage medium (or a
computer readable storage medium or a program storage
device) having a computer readable program embodied
therein and/or having other data stored therein, wherein the
computer readable program comprises the computer code 97.
Generally, a computer program product (or, alternatively, an
article of manufacture) of the computer system 90 may com-
prise said computer usable storage medium (or said program
storage device).

Any of the components of the present invention can be
deployed, managed, serviced, etc. by a service provider that
offers to deploy or integrate computing infrastructure with
respect to a process for cross-guided clustering based on
alignment between data domains of the present invention.
Thus, the present invention discloses a process for supporting
computer infrastructure, comprising integrating, hosting,
maintaining and deploying computer-readable code into a
computing system (e.g., computing system 90), wherein the
code in combination with the computing system is capable of
performing a method for cross-guided clustering based on
alignment between data domains.

In another embodiment, the invention provides a business
method that performs the process steps of the invention on a
subscription, advertising and/or fee basis. That is, a service
provider, such as a Solution Integrator, can offer to create,
maintain, support, etc. a process for cross-guided clustering
based on alignment between data domains of the present
invention. In this case, the service provider can create, main-
tain, support, etc. a computer infrastructure that performs the
process steps of the invention for one or more customers. In
return, the service provider can receive payment from the
customer(s) under a subscription and/or fee agreement, and/
or the service provider can receive payment from the sale of
advertising content to one or more third parties.

While FIG. 6 shows the computer system 90 as a particular
configuration of hardware and software, any configuration of
hardware and software, as would be known to a person of
ordinary skill in the art, may be utilized for the purposes stated
supra in conjunction with the particular computer system 90
of FIG. 6. For example, the memory devices 94 and 95 may be
portions of a single memory device rather than separate
memory devices.

As will be appreciated by one skilled in the art, the present
invention may be embodied as a system, method or computer
program product. Accordingly, the present invention may
take the form of an entirely hardware embodiment, an entirely
software embodiment (including firmware, resident software,
micro-code, etc.) or an embodiment combining software and
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hardware aspects that may all generally be referred to herein
as a “circuit,” “module” or “system.” Furthermore, the
present invention may take the form of a computer program
product embodied in any tangible medium of expression hav-
ing computer-usable program code embodied in the medium.

Any combination of one or more computer usable or com-
puter readable medium(s) 94, 95 may be utilized. The term
computer usable medium or computer readable medium col-
lectively refers to computer usable/readable storage medium
94, 95. The computer-usable or computer-readable medium
94, 95 may be, for example but not limited to, an electronic,
magnetic, optical, electromagnetic, infrared, or semiconduc-
tor system, apparatus, a device, or any suitable combination
of the foregoing. More specific examples (a non-exhaustive
list) of the computer-readable medium 94, 95 would include
the following: an electrical connection having one or more
wires, a portable computer diskette, a hard disk, a random
access memory (RAM), aread-only memory (ROM), an eras-
able programmable read-only memory (EPROM or Flash
memory), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
Note that the computer-usable or computer-readable medium
94, 95 could even be paper or another suitable medium upon
which the program is printed, as the program can be electroni-
cally captured, via, for instance, optical scanning of the paper
or other medium, then compiled, interpreted, or otherwise
processed in a suitable manner, if necessary, and then stored
in a computer memory. In the context of this document, a
computer-usable or computer-readable medium 94, 95 may
be any medium that can contain, or store a program for use by
or in connection with a system, apparatus, or device that
executes instructions. Computer code 97 for carrying out
operations of the present invention may be written in any
combination of one or more programming languages, includ-
ing an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The computer code 97
may execute entirely on the user’s computer, partly on the
user’s computer, as a stand-alone software package, partly on
the user’s computer and partly on a remote computer or
entirely on the remote computer or server. In the latter sce-
nario, the remote computer may be connected to the user’s
computer through any type of network, including a local area
network (LAN) or a wide area network (WAN), or the con-
nection may be made to an external computer (for example,
through the Internet using an Internet Service Provider).

The present invention is described with reference to flow-
chart illustrations and/or block diagrams of methods, appa-
ratus (systems) and computer program products according to
embodiments of the invention. It will be understood that each
block of the flowchart illustrations and/or block diagrams,
and combinations of blocks in the flowchart illustrations and/
or block diagrams, can be implemented by computer program
instructions. The term “computer program instructions” is
interchangeable with the term “computer code 97” in this
specification. These computer program instructions may be
provided to a processor of a general purpose computer, spe-
cial purpose computer, or other programmable data process-
ing apparatus to produce a machine, such that the instruc-
tions, which execute via the processor of the computer or
other programmable data processing apparatus, create means
for implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

These computer program instructions may also be stored in
the computer-readable medium 94, 95 that can direct a com-
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puter or other programmable data processing apparatus to
function in a particular manner, such that the instructions
stored in the computer-readable medium produce an article of
manufacture including instruction means which implement
the function/act specified in the flowchart and/or block dia-
gram block or blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer implemented process such that the
instructions which execute on the computer or other program-
mable apparatus provide processes for implementing the
functions/acts specified in the flowchart and/or block diagram
block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowchart or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, in some alternative implementations, the
functions noted in the block may occur out of the order noted
in the figures. For example, two blocks shown in succession
may, in fact, run substantially concurrently, or the blocks may
sometimes run in the reverse order, depending upon the func-
tionality involved. It will also be noted that each block of the
block diagrams and/or flowchart illustration, and combina-
tions of blocks in the block diagrams and/or flowchart illus-
tration, can be implemented by special purpose hardware-
based systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
are intended to include any structure, material, or act for
performing the function in combination with other claimed
elements as specifically claimed. The description of the
present invention has been presented for purposes of illustra-
tion and description, but is not intended to be exhaustive or
limited to the invention in the form disclosed. Many modifi-
cations and variations will be apparent to those of ordinary
skill in the art without departing from the scope and spirit of
the invention. The embodiment was chosen and described in
order to best explain the principles of the invention and the
practical application, and to enable others of ordinary skill in
the art to understand the invention for various embodiments
with various modifications as are suited to the particular use
contemplated.

What is claimed is:

1. A method for evaluating cross-domain clusterability
upon a target domain and a source domain, said method
comprising:

calculating, by a processor of a computer system, target

clusterability as an average of a respective clusterability
of at least one target data item comprised by the target
domain;

said processor calculating target-side matchability as an

average of a respective matchability of each target cen-
troid of the target domain to source centroids of the
source domain, wherein the source domain comprises at
least one source data item;

said processor calculating source-side matchability as an

average of a respective matchability of each source cen-
troid of said source centroids to the target centroids;
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said processor calculating source-target pair matchability
as an average of the target-side matchability and the
source-side matchability;
said processor calculating cross-domain clusterability
between the target domain and the source domain as a
linear combination of the calculated target clusterability
and the calculated source-target pair matchability by use
of a trade-off parameter that indicates a relative contri-
bution of the target clusterability and the source-target
pair matchability to the cross-domain clusterability; and

said processor transferring the calculated cross-domain
clusterability to a device selected from the group con-
sisting of an output device of a computer system, a
storage device of the computer system, a remote com-
puter system coupled to the computer system, and a
combination thereof.

2. The method of claim 1, wherein the target clusterability
Cab(TIC") is Cab(TIC)=2, . Cab(t,[CVITI, wherein the
respective clusterability Cab(t,/C") of an i-th target data item
t, of said at least one target data item of the target domain T is
Cab(t ICH=sim(t;, C."))- -maX ez, ‘ensim(t, C), for integer i
being greater than or equal to 1 “and smaller than or equaltok,
wherein a first term sim(t,, C,") is arespective similarity of the
i-th target data item t, to a respective true target centroid of the
i-th target data item t,, denoted as C.t,), and wherein a
second term max .z, (t)}51m(t C)) is a largest value among
all respective similarities of each target data item t, to a
respective target centroid C;” that is not the respective true
target centroid C./(t,).

3. The method of claim 2, wherein the target-side match-
ability Mab(C'IC%) is Mab(_ IC7 =2 Mab(C,1ICYICT,
wherein the respective matchability Mab(_ IC°) of an i- th
target centroid C, of the target domain to the source centroids
C s Mab(_ IC)=sim*(C/, CT.°(C))- —MaX =5
sim™(C;’, C,"), for integer i being greater than or equal to land
smaller than or equal to k, wherein a first term sim™(C}’,
C.°(C/)) is a first cross-domain similarity between the i-th
target centroid C,” and a nearest source centroid C.°(C/), the
first term being the largest value among all similarity values
between the i-th target centroid C, and the source centroids

*, and wherein a second term MaX e,z 5y 8im™(C/, T is
a largest value among all cross- -domain similarities between
thei-th target centroid C,” and a respective source centroid C;°
that is not the nearest source centroid C.°(C)").

4. The method of claim 2, wherein the source-side match-
ability Mab(C’IC") is Mab(_ IC)=2z:Mab(C, SIC’)/ICS
wherein the respective matchability Maﬁ(_ IC’) of a j-th
source centroid C; of the source domaln to the target
centroids T’ is Mab(C/[C)=sim™(C/, C.(C)))-
max ez 1sim™(C/*, C, 9, for integer i being greater than or
equal to 1 and smaller than or equal to k, wherein a first term
sim™(C/7, C.(C)") is a first cross-domain similarity between
the j-th source centroid C;” and a nearest target centroid
C./(C)), the first term being the largest value among all
51m11ar1ty values between the j-th source centroid C;” and the
target centroids C/, and wherein a second term
max ez, T} Sim (_] , C /)is a largest value among all cross-
domain similarities between the j j-thsource centroidC;’ and a
respective target centroid C/ that is not the nearest target
centroid C.(C,).

5. The method of claim 2, wherein the cross-domain clus-
terability Cab(TIC®, C) between the target domain T and the
source domain is Cab(TIC®, C")=aCab(TIC")+(1-c;)Mab(C?,
C"), wherein the calculated target clusterability Cab(TIC) has
a value from a first range of [-1.0, +1.0], wherein the calcu-
lated source-target pair matchability Mab(C®, C*) has a value
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from a second range of [0.0, 1.0], and wherein the trade-off
parameter o has a value from a third range of [0.0, 1.0].

6. A computer program product, comprising a computer
readable hardware memory having a computer readable pro-
gram code embodied therein, said computer readable pro-
gram code containing instructions that perform a method for
evaluating cross-domain clusterability upon a target domain
and a source domain, said method comprising:

said processor calculating target clusterability as an aver-

age of a respective clusterability of said at least one
target data item comprised by the target domain;
said processor calculating target-side matchability as an
average of a respective matchability of each target cen-
troid of the target domain to source centroids of the
source domain, wherein the source domain comprises at
least one source data item;
said processor calculating source-side matchability as an
average of a respective matchability of each source cen-
troid of said source centroids to the target centroids;

said processor calculating source-target pair matchability
as an average of the target-side matchability and the
source-side matchability;
said processor calculating cross-domain clusterability
between the target domain and the source domain as a
linear combination of the calculated target clusterability
and the calculated source-target pair matchability by use
of a trade-off parameter that indicates a relative contri-
bution of the target clusterability and the source-target
pair matchability to the cross-domain clusterability; and

said processor transferring the calculated cross-domain
clusterability to a device selected from the group con-
sisting of an output device of a computer system, a
storage device of the computer system, a remote com-
puter system coupled to the computer system, and a
combination thereof.

7. The computer program product of claim 6, wherein the
target clusterability Cab(TIC) is Cab(TIC’) (e
Cab(t IC’)/ITI, wherein the respective clusterability Cab({, IC’))
of'an i-th target data item t, of said at least one target data item
of the target domain T is Cab(t,[C)=sim(t,, C.X(t,))-
max ez, wnsim(t, C ), for integer i being greater than or
equal to 1 and smaller than or equal to k, wherein a first term
sim(t,, C,") is a respective similarity of the i-th target data item
1,10 arespective true target centroid of the i-th target data item
t, denoted as C.’ (t,), and wherein a second term
max oz, esim(t, C ') is a largest value among all respec-
tive s1m11ar1t1es of each target data item t, to a respective target
centroid C/ that is not the respective true target centroid
C.(t).

8. The computer program product of claim 7, wherein the
target -side matchability Mab(C'IC*) is Mab(CIC)=

2 Mab(C/IC)/IC"I, wherein the respectlve matchability
Mab(_ C/IC%) of an i-th target centroid C,’ of the target domain
to the source centroids C° is Mab(_ IC)=sim™(C/,
C.°(CH)- —MAX (57,5} vfor integer 1 being greater than or
equal to 1 and smaller than or equal to k, wherein a first term
sim*(C/, C.°(C,)) is a first cross-domain similarity between
the i-th target centroid C; and a nearest source centroid
C.>(C,), the first term being the largest value among all simi-
larity values between the i-th target centroid C, and the source
centroids C°, and wherein a second term max (Tt
sim™(C,’, C,”) is a largest value among all cross- -domain simi-
larities between the i-th target centroid C,” and a respective
source centroid C;° that is not the nearest source centroid
Co@).

9. The computer program product of claim 7, wherein the
source-side matchability Mab(C’IC") is Mab(C’IC)=
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sMab(_ IC’/IC’l, wherein the respective matchability
Mab(_ b C’) ofaj- th source centroid C; of the source domain
to the target centroids C is Mab(_ ICH)=sim™(C;’,
CA(C))-max zrz. (cyySim “(C7, C)), for integer i be1ng
greater than or equal to 1 and smaller than or equal to k,
wherein a first term sim™(C,%, C.”(C,")) is a first cross-domain
similarity between the j-th source centr01d C; and a nearest
target centroid C.(C;"), the first term being the largest value
among all similarity Values between the j-th source centroid
C; and the target centroids C’, and wherein a second term
max{c zensim™(C/,C /)is a largest value among all cross-
domain similarities between the j-th source centroid C,;” and a
respective target centroid C/ that is not the nearest target
centroid C.(C,).

10. The computer program product of claim 7, wherein the
cross-domain clusterability Cab(TIC?, C*) between the target
domain T and the source domain is Cab(TIC®, C")=aCab
(TICH+(1-a)Mab(C?®, C*), wherein the calculated target clus-
terability Cab(TIC’) has a value from a first range of [-1.0,
+1.0], wherein the calculated source-target pair matchability
Mab(C?, C*) has a value from a second range of[0.0, 1.0], and
wherein the trade-off parameter o has a value from a third
range of [0.0, 1.0].

11. A computer system comprising a processor and a com-
puter readable memory unit coupled to the processor, said
computer readable memory unit containing instructions that
when run by the processor implement a method for evaluating
cross-domain clusterability upon a target domain and a
source domain, said method comprising:

said processor calculating target clusterability as an aver-

age of a respective clusterability of said at least one
target data item comprised by the target domain;
said processor calculating target-side matchability as an
average of a respective matchability of each target cen-
troid of the target domain to source centroids of the
source domain, wherein the source domain comprises at
least one source data item;
said processor calculating source-side matchability as an
average of a respective matchability of each source cen-
troid of said source centroids to the target centroids;

said processor calculating source-target pair matchability
as an average of the target-side matchability and the
source-side matchability;
said processor calculating cross-domain clusterability
between the target domain and the source domain as a
linear combination of the calculated target clusterability
and the calculated source-target pair matchability by use
of a trade-off parameter that indicates a relative contri-
bution of the target clusterability and the source-target
pair matchability to the cross-domain clusterability; and

said processor transferring the calculated cross-domain
clusterability to a device selected from the group con-
sisting of an output device of a computer system, a
storage device of the computer system, a remote com-
puter system coupled to the computer system, and a
combination thereof.

12. The computer system of claim 11, wherein the target
clusterability Cab(TIC") is Cab(TIC)=X,;Cab(t,[C)/ITI,
wherein the respective clusterability Cab(t, IC)) of an i-th tar-
get data item t, of said at least one target data item of the target
demain T is Cab(t [CH=sim(t, C.(t))- —MaX 7 7}
sim(t,, C,"), for integer i being greater than or equal t0 1 and
smaller than or equal to k, wherein a first term sim(t,, C/) isa
respective similarity of the i-th target data item t, to a respec-
tive true target centroid of the i-th target data item t,, denoted
as C.'(t,), and wherein a second term max .z, (t)}slm(tl, C)H
is a largest value among all respective similarities of each
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target data item t, to a respective target centroid C; that is not
the respective true target centroid C./(t,).

13. The computer system of claim 12, wherein the
target -side matchability Mab(C'IC*) is Mab(CIC)=

2z Mab(C/IC)/IC"I, wherein the respectlve matchability
Mab(_ C/IC%) of an i-th target centroid C,’ of the target domain
to the source centroids C is Mab(C/1C)=
sim™(C,",C.*(C/))- ~IaX 7.,y Sim “(C/, C,), for integer i
being greater than or equal to 1 and smaller than orequal tok,
wherein a first term sim*(C/, C.°(C,")) is a first cross-domain
similarity between the i-th target centroid C, and a nearest
source centroid C.°(C/), the first term being the largest value
among all similarity values between the i-th target centroid
C, and the source centroids C°, and wherein a second term
MaX sz 4y sim “(C/,C;")is alargest value among all cross-
domain similarities between the i-th target centroid C,” and a
respective source centroid Cj that is not the nearest source
centroid C.°(C)).

14. The computer system of claim 12, wherein the
source -side matchability Mab(C’IC) is Mab(C’IC)=

sMab(_ ICY/IC’l, wherein the respective matchability
Mab(C IC’) ofaj- th source centroid C; of the source domain
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to the target centroids C’ is Mab(C/IC)= sim’“(_ A
CA(C))-max zre (@ Sim “(C7, C)), for integer i being
greater than or equal to 1 and smaller than or equal to k,
wherein a first term sim™(C,%, C.”(C,")) is a first cross-domain
similarity between the j-th source centroid C;” and a nearest
target centroid C.(C;”), the first term being the largest value
among all similarity values between the j-th source centroid
C; and the target centroids C’, and wherein a second term
max{c T 581 “(C7,Chisa largest value among all cross-
domain similarities between the j j-thsource centroidC; and a
respective target centroid C/ that is not the nearest target
centroid C.(C;).

15. The computer system of claim 12, wherein the cross-
domain clusterability Cab(TIC®, C’) between the target
domain T and the source domain is Cab(TIC’, C’)=
aCab(TICH)+(1-a)Mab(C?, C*), wherein the calculated target
clusterability Cab(TIC") has a value from a first range of
[-1.0, +1.0], wherein the calculated source-target pair match-
ability Mab(C®, C’) has a value from a second range of [0.0,
1.0], and wherein the trade-off parameter o has a value from
a third range of [0.0, 1.0].
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